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ABSTRACT  
This work describes and reviews research addressing the Human-Machine-Interface challenges and 
potential solutions to enable a single operator to control multiple Unmanned Aerial Vehicles (UAVs) trough 
one interface. As a system, this is also described as Multi-Robot System (MRS). MRSs are applied to multiple 
areas, like environmental monitoring [1], search and rescue [2, 3], security [4], supervisory control of robot 
deliveries, and micro and nano-robot swarms in exploratory healthcare [5]. The advantages of one single 
operator controlling many robots at the same time, referred to as one-to-many relationship, are improved 
resource allocation, time cost, robustness, and other aspects of real-world missions [6]. However, 
increasing the number of robots is not necessarily a gain in system performance due to the increased 
cognitive workload on the single operator [7]. An early model describes the number of robots that can be 
controlled by a single operator using fan-out based on neglect tolerance, how the robot’s effectiveness 
declines over time when neglected by the operator, and interaction time, the time required for task switch, 
establish context, plan, and communicate the plan to the robots [8]. The model has been extended to include 
wait times and performance metrics to model the level of fan-out for given task constraints [9]. 

The idea is that with appropriate automation and interface support, a single operator is able to command 
and control a larger number of UAVs up to hundreds of UAVs organized in swarms and subswarms. Two of 
the main challenges remain the appropriate and improved autonomy of current UAVs and MRSs, and the 
efficiency of Human-Robot Interaction interfaces appropriately representing system state and autonomy 
while taking into account the operator state and human cognitive resources and limitations. A third 
challenge presents itself in the establishment of appropriate metrics and measures for individual tasks and 
the overall system.  

Considering the introduction of new autonomy capacities, human-machine-teaming capacities, and novel 
interfaces including Virtual Reality (VR) and Augmented Reality (AR) [10], this work reviews and discusses 
the challenges along three areas:  

1. The autonomy challenges to multi-robot system command and control from a human factors
perspective,

2. the feasibility of novel Human-Robot Interaction user interface technologies, and

3. the metrics needed to appropriately determine human-machine teaming aspects necessary to
achieve multiple robot control.

Despite the continuous advances in automation and autonomy of robots and UAVs, there remains the human 
factors challenge of how to maintain supervisory control and shared situational awareness (SSA) of multiple 
robots at the same time. This multi-dimensional challenge becomes apparent when operators ask the 
question “What is it [the system] doing now?”, expressing a large range of problems including the loss of 
transparency, trust, and shared situational awareness. It might even be the case that the operator at least 



One-to(o)-many: Human-Machine Interfaces to Enable Multiple UAV 
Control by Single Operators 

14 - 2 STO-MP-AVT-353 

should be asking this question yet is not aware that there might be a problem, showing either over-trust in 
the system or a loss of situational awareness. 

In order to control multiple robots at the same time by one operator, the operator does not only supervise 
and control the robots, the robots themselves need to communicate their states to the operator trough the 
interface. An effective interface then would enable the operator control of the robots without losing 
situational awareness and while maintaining a manageable cognitive workload. This requires the robots to 
have a certain level of autonomy as well as the interface to understand the current state of the operator, and 
all three entities working together as a team, forming the MRS system. Without human-machine teaming, a 
single operator will always be limited to a smaller number of robots to command and control.  

Current multi robot command and control interfaces mainly rely on the use of a 2D display visually 
representing the multiple robots in addition to using other modalities for multi-modal interactions [11] (e.g. 
speech, audio, tactile) to support the human operator when their visual system is at capacity. This might for 
example include audio alerts when it is assumed that the operator does not notice the alarm on the display, a 
combination of visual and audio for important alerts, or the use of speech to command or group the robots. 
The critical point is when and how the operator should be notified about what issue, at what time, and in 
which order if there are several notifications.  

It is crucial that the system as a whole is evaluated from a human factors perspective to enable the operator 
to work efficiently, to achieve all tasks and goals, to redirect their attention when needed, and to address all 
(including unexpected) issues appropriately and in order of criticality. A large body of research has 
evaluated such interfaces, especially in the area of aviation and operational tasks, however, only few 
research has evaluated 3D interfaces such as Virtual Reality (VR) or Augmented Reality (AR). It seems 
natural that a three-dimensional representation of a three-dimensional space enables operators to maintain 
shared situational awareness (SSA) with the robots they are controlling better than a two-dimensional 
representation of a three-dimensional space, as it is the case with current displays. 

However, early research evaluating 3D displays found that 2D displays were not also sufficient, but also 
outperformed 3D displays when the tasks included line-of-sight ambiguity and even double ambiguity when 
an exocentric 3D tether display was used [12]. However, this research compared 2D displays to what was 
described as a variety of “3D” formats, a display that uses perceptual depth or distance cues to create a 
three-dimensional image. Creating this 3D impression on a 2D screen creates a  2 ½ dimensional effect and 
does not compare to the immersive environments of current VR and AR technologies. The differences 
observed could be attributed to the disconnect and translation between dimensions (3D real world on a 2D 
display that simulates 3D). It is therefore crucial to re-evaluate current 3D technology offering a true, 
immersive, 3D experience for the new pathways to complex command and control of multiple robots in three 
dimensional spaces.  

This work looks at the potential metrics and measures that could compare different interfaces for single 
operator multi-robot systems. 
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